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Artificial intelligence (AI) has led to a second wave of digitalization that is transforming society  
and the enterprise, notably with the advent of generative AI tools like ChatGPT, Stable Diffusion, 
Veo, and Copilot. Organizations can now automate many tasks handled manually until now, like 
coding, creating marketing content, and responding to customer queries. The proliferation of 
Python-based AI tools also makes it easier for all-sized organizations to analyze company data 
for improved business insights and decision-making.

Adopting AI in an organization is more than just deploying AI tools or subscribing to services 
like Claude or ChatGPT. It is also about defining business KPIs around AI usage, understanding 
and mitigating  AI  risks,  complying  with  AI  regulations,  and implementing  an  organizational 
governance structure to oversee the use of AI.

This article gives an introduction to these issues. It tries to answer a simple question: “How can 
my  organization  adopt  AI  in  a  safe  and  efficient  manner?”.  The  key  is  to  familiarize  the 
organization with the risks of AI, and to put a set of procedures in place to mitigate these. This 
process can be overseen by a someone in the organizational role of Chief AI Officer.

1. What is Artificial Intelligence?

Artificial intelligence (AI)  is  a term coined way back in 1955 and is  generally attributed to 
computer scientist John McCarthy2. Today, AI is defined as the simulation of human intelligence 
by  machines  for  tasks  that  normally  require  human  thought.  AI  abilities  relate  to  learning,  
reasoning,  problem-solving,  and  decision-making.  The  benchmarks  that  measure  the 
intelligence of AI systems are generally composed of university exam-like questions.

Artificial General Intelligence (AGI) is the idea of an artificial intelligence system with similar 
power to human cognitive abilities. In an era of  AGI, it would be impossible for a person to 

1 Version 1.0

2 It is debatable whether the term “intelligence” should be used to describe machines when its meaning 
in regards to humans has evolved so much over the last decades. For instance, the term “emotional 
intelligence” only seems to have appeared in the 1960s. A more fitting term might be “advanced 
algorithms”. 
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distinguish whether an interlocutor is another person or a machine. Despite claims by Big Tech, 
notably OpenAI3, AGI does not (yet) exist. Instead, we have Narrow or Weak AI systems. These 
are AI systems that are only good at specific tasks, e.g., voice recognition, self-driving cars, text 
generation, etc.

Machine Learning is an approach to building systems where the system learns to do tasks by 
observing data in the real world. This is also known as training the AI system. For instance, AI 
image recognition systems distinguish cats and dogs by showing them images of both animals 
in training, and the AI system develops a  pattern-detection capability (known as a  model) to 
distinguish  the  animals.  For  practical  purposes,  all  implementations  of  AI  in  information 
technologies today are machine learning based.

A  number  of  machine  learning  algorithms  have  emerged  over  the  years  that  have  been 
successfully applied to analyzing business data. These exploit the pattern-detection capabilities 
of algorithms to discover insights into business data. Business analysis examples that machine 
learning are being applied to include, but are not limited to, predicting price evolutions, credit  
scoring, predicting customer churn, choosing customer product recommendations, sentiment 
analysis of customer reviews, and component failure prediction.

Machine  learning  is  increasing  accessible  to  organizations  thanks  to  the  growing  Python 
ecosystem. Python is a programming language developed in the early 1990s that now has an 
important  number  of  free  and  open-source  software  tools  to  simplify  the  deployment  of 
machine  learning  projects  (e.g.,  libraries  like  NumPy,  Matplotlib,  Pandas,  Seaborn,  Beautiful 
Soup,  and frameworks  like  TensorFlow).  In  addition, the  falling  cost  of  hardware  and cloud 
computing services has made machine learning algorithms relatively inexpensive to run.

3 OpenAI has a deal with Microsoft whereby IP secrets in AI are shared between the two companies. 
This deal expires as soon as AGI is achieved. OpenAI might be precipitating its AGI claim to terminate 
the deal. 
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Deep Learning algorithms are based on an architectural model that mimics the human brain – 
an  interconnection  of  (artificial)  neurons.  These  neural  networks can  give  more  powerful 
predictive insights into data, at the cost of requiring more computing power.

Generative Artificial Intelligence (GenAI) is a class of deep learning AI whose purpose is to 
create content – such as text, images, and videos – from a command prompt that a user enters  
into the system. One class of  GenAI are  language models. These excel in natural language 
processing tasks like enhancing a text’s expressive quality, performing translations, and even at 
business tasks like writing resumes or drafting business plans. Another class of GenAI systems 
are diffusion models. These generate images, with Dall-e and Imagen being the most popular 
platforms for this, as well as video (Runway, Sora, Veo).

2. Generative AI in the Organization

Most  organizations  have  experimented  with  Generative  AI  thanks  to  services  like  ChatGPT, 
Claude, and Dalle. These have given organizations a good idea of the power of GenAI. Also, not 
only  can  one  use  these  GenAI  services  through  a  browser  or  application  to  enter  manual  
prompts, but they nearly all offer an application programming interface (API) whereby smart 
custom applications can be developed that directly exchange data with the AI service.

Use Cases

There are three general uses of GenAI today.

• Content Generation. This is the original use case for GenAI models with the possibility 
to fluently write reports, translate text, summarize, and even come up with original text 
for marketing content, regulatory filings or email messages. One content type for which 
several specialized GenAI agents exist is software code. 97% of developers have already 
experimented with tools like Github Copilot and Codestral. Y Combinator, the startup 
investment  firm, says  that  25%  of  companies  supported  in  2025  have  95%  of  their 
codebases generated by AI – whereas nearly all code was developed manually just one 
year ago.

• Chatbots are designed to simulate personal conversations, and are used for customer 
service, advanced wizards, and for general question and answering. Increasingly, LLMs 
are used as thinking partners, tutors, role-playing partners and for therapeutic advice.

• Agentic  AI refers  to  AI  assistants  that  can  do  tasks  like  booking  holidays  on-line, 
including handling payments. In the ideal scenario, the agent would book the holidays 
based on the owning human’s preferences and time table. Agents were initially seen by 
many as the next “Killer App” of AI, notably by investors looking for a quicker return on 
their investments. Agents are not GenAI engines, but are deployed over LLMs. A popular 
recent example is Manus which uses Anthropic’s Claude.
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Deploying Organizational Models

Many organizations  do not  wish  to  share  personal  or  corporate  data  with  AI  providers  like 
Google, OpenAI  and Anthropic  for  because of  the security  and regulatory risks  involved in 
transferring their  own client data to these private companies. Further, most of  the AI model 
service providers are US companies, so transfer of  data is an international transfer under the 
data protection laws. Currently, the US does not have complete GDPR adequacy status4.

Very  few  companies  in  the  world  have  the  resources  to  develop  their  own large-language 
model, but it is possible to deploy a small language model (SLM) that can run efficiently on-
premises. There is debate about what size an SLM is, but there is consensus that it should run on 
a single GPU or have at most 10 billion parameters5. In comparison, a large language model can 
require up to 10’000 GPUs to run. A smaller model can be a less powerful version of a large-
language model, but today they are generally developed to be good at specific tasks, e.g., 
workflow  automation,  report  generation,  agentic  work.  Some  people  believe  that  future 
company IT infrastructures could be 50% traditional applications and 50% SLMs.

The advantage of  using a localized language model  is  that  data does not need to exit  the 
corporate network. The organization may complement GenAI output with its own data using 
retrieval-augmented generation component  (RAG). This  is  the  idea  of  connecting  a  large 
language model  to a database so that  up-to-date information can be included in language 
model responses. One choice for a RAG database is FAISS (Facebook AI Similarity Search) which 
is an open-source vector database from Meta. Another possibility for an organization is to fine-
tune a small model with corporate data for organizational specific tasks, which essentially means 
giving the model a new training session.

3. AI Risks

Before adopting AI within an organization, the first step is to be aware of the risks. AI, and GenAI 
in particular, has several observed and documented risks that impact an organization.

4 Data protection laws consider a country as adequate (a legal term) when the regulatory framework of 
that  country  is  considered  sufficient  to  protect  personal  data.  Data  cannot  be  transferred  to  an 
inadequate country without the explicit permission of each user.

5 A parameter is a component of a model that is manipulated to generate the model’s output. The more 
parameters  the  model  has, the  more powerful  the  model.  GPT-4  is  thought  to  have 1.76  trillion 
parameters.
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Hallucination

Language  models  are  not  databases.  They  are  just  stochastic  parrots6 without  an  innate 
understanding of the content they generate. These models can, and often do, generate content 
that is counter-factual – a phenomenon called hallucination. 

One  recent article presents several instances of  hallucination in evidence submitted in court 
trials. In one example in California, a law firm submitted arguments that cited legal articles that  
did not exist. The firm admitted to writing the arguments using Google Gemini and a specialized 
tool called CoCounsel. The CoCounsel website mentioned that its AI is “backed by authoritative 
content”. Though this error was discovered during trial, the risk is that at some point a judge will  
make a decision based on evidence that has been partly hallucinated by AI.

Sycophancy

An increasingly observed issue with language models is sycophancy – excessive agreement with 
or flattery of the user. Sycophancy is a risk because it can encourage misinformation, reinforce 
harmful  beliefs  and  practices,  and  mislead  users.  OpenAI  recently  made  a  rollback  from 
production of GPT-4o due to its excessive sycophancy. Social sycophancy is a particular concern 
for chatbots issuing advice, especially in the therapeutic domain.

This  example inspired  by  the  “Am  I  The  Asshole?”  (AITA)  Reddit  subgroup  shows  GPT-4o 
commending  a  person’s  behavior  (leaving  thrash  in  a  park)  whereas  a  human  test  group 
recommended that the person bring home the trash. 

Bias

Content  generated by  AI  reflects  the data  it  was  trained on, which  mostly  comes  from the 
Internet. Much Internet data contains inaccuracies and biases (racial, sexual, etc.), which can be 
repeated in the AI's output.

Research reported in Nature shows that popular language models exhibit covert racial biases. 
The researchers used GPT2, RoBERTa, T5, GPT3.5 and GPT4 to compare responses to treatment 

6  LLM algorithms are stochastic in nature meaning they manipulate probabilities. For instance, in text 
generation, the system produces responses based on the likelihood of  certain phrases appearing 
given the prompt. The probabilities are calculated from the training data.
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of standard American English (SAE) to the treatment of text in African American English (AAE).  
The results showed that AI models were more likely to give a less prestigious job to an AAE 
speaker than to an SAE speaker. This phenomenon is termed dialect prejudice. It is recognized 
as covert racism because, in contrast to overt racism, there is no explicit mention of race or color 
in the data processed by the model, or no clear expression of racist beliefs. Covert racism in  
models is  a  serious problem as government agencies are attracted by the idea of  using AI 
chatbots in education and housing.

Business risk

Similar to human employees, GenAI chatbots can make mistakes that lead to business liabilities. 
For  example, Air  Canada's  chatbot  promised a  discount  to  a  customer that  the airline later 
refused. However, a  Canadian court  ruled in favor of  the customer saying that the chatbot’s 
information, available from the airline’s website, could not be disowned by the airline.

Regulatory

The European Union’s Artificial Intelligence Act entered into force on August 1st, 2024 and will 
become fully effective in two years time (August 2026). Under this act, AI model providers must 
conduct a documented risk assessment of the system, with the system being classified into one 
of four categories (unacceptable, high, limited or minimal). Systems with unacceptable risk (e.g., 
subliminal manipulation of  people) are banned. In the event of  a  high risk classification, the 
system must be registered in an EU database. Providers must carry out extensive documented 
testing and validation on AI systems, and instigate post-deployment monitoring and do record-
keeping  of  incidents.  Q&A  chatbots  are  generally  classified  as  limited  risk,  where  the 
requirement is that users be made aware that they are interacting with an AI, and not a human.

Under the EU Act, deployers of AI models are organizations that use AI to provide a service. 
Even if the organization is using Githib Copilot to create code, or ChatGPT to oversee workflows, 
the organization is a deployer. Deployers are obliged to conduct a risk analysis, be transparent 
in their use of AI, train employees about risks, and report observed issues back to the model 
provider.
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Another  regulation  that  impacts  the  use  of  AI  is  the  General  Data  Protection  Regulation 
(GDPR). This regulation imposes that organizations only use personal data collected from clients 
or employees for purposes for which explicit consent has been obtained. This means that an 
organization wishing to train or fine-tune an AI model may be acting illegally if permission to use 
that data for training has not been obtained. This restriction applies to all AI machine learning 
projects, even projects as seemingly harmless as predicting churn from customer data. 

FINMA, the Swiss Financial Market Supervisory Authority, has also published guidelines on the 
use  of  AI.  These  insist  on  a  centralized  governance  of  AI  within  the  organization,  with 
documentation and testing procedures to show that AI generated content is free of bias, that 
controls over data quality are implemented to ensure highest possible quality output, and that 
security procedures are put in place to protect the processes.

Note that all regulations are continuously evolving. The text of the laws define core principles, 
but jurisprudence and rulings from national authorities have equal impact. A good example of 
this is a recent ruling from the Swiss Data Protection Office that prohibits online commerce sites 
from obliging shoppers to create an online account just to make a purchase.

Green transformation

Many companies  today are  undertaking steps  to  reduce their  carbon footprint. AI  seriously 
challenges ecological transformation.

Generative AI is forcing data centers to increase their demand for electricity. This demand will 
increase by as much as 160% in the next two years, which could lead to 40% of data centers 
becoming operationally constrained by power availability by 2027. Data center consumption is 
expected  to  reach  480-680  TWh  worldwide  by  2026  –  which  exceeds  the  total  energy 
consumption of Canada. In the US alone, the increased demand by data centers between 2024 
and 2026 is equivalent to three times the energy consumption of New York City. One impact will 
be power shortages and an increase in electricity prices, which will  increase the prices of  AI 
services and products. Gartner is encouraging organizations to include price hikes into their risk 
analyses. Organizations are also encouraged to consider other options such as small language 
models,  edge-computing  approaches,  fixed  long-term  contracts  with  AI  providers  and 
controlling energy consumption.

It  is  estimated  that  OpenAI  spent  100  million  USD  and  50  gigawatt-hours  to  train  GPT-4. 
Nonetheless, model usage accounts for 80% to 90% of model energy consumption. According 
to a recent study, the energy consumed depends on the type of AI request.

• Text. For simple queries, Llama 3.1 8B (an 8 billion parameter model) uses around 57 
joules per response, or 114 joules accounting for cooling. This is equivalent to running a 
microwave for one-tenth of  a second. Llama 3.1 405B has 50 times more parameters, 
thereby consuming more energy. The model consumes an average of 6’706 joules per 
request, which is like running a microwave for eight seconds.

7

https://www.technology-watch.ch/
https://www.technologyreview.com/2025/05/20/1116327/ai-energy-usage-climate-footprint-big-tech/
https://www.technologyreview.com/2024/10/08/1105165/why-artificial-intelligence-and-clean-energy-need-each-other
https://www.gartner.com/en/newsroom/press-releases/2024-11-12-gartner-predicts-power-shortages-will-restrict-40-percent-of-ai-data-centers-by-20270
https://www.edoeb.admin.ch/fr/nsb?id=100736
https://www.finma.ch/en/news/2024/12/20241218-mm-finma-am-08-24
https://www.finma.ch/en/news/2024/12/20241218-mm-finma-am-08-24


www.technology-watch.ch

• Images.  Image  diffusion  models  have  fewer  parameters  than  most  large-language 
models. Creating a 1024 by 1024 pixel image with Stable Diffusion costs 2’282 joules – 
the same as running a microwave for five and a half seconds. That said, OpenAI says its  
service creates 78 million images per day.

• Video. Creating a 5 second video with OpenAI’s Sora costs around 3.4 million joules, 
which is equivalent to running a microwave for over an hour.

Small models are also better from an energy consumption viewpoint. According to an Epoch AI 
report, ChatGPT uses between 1800 and 2700 joules for a simple request (powering a 10-watt 
light bulb for 20 to 30 seconds), whereas a 10B model consumes between 50 and 300 joules for 
the same request (equivalent to powering the lightbulb up to 3 seconds).

Security concerns

Language models have their own particular vulnerabilities, the most well-known being prompt 
injection attacks and data poisoning. An injection attack is when the model misinterprets data 
as commands. The effect of a prompt injection can be to make the model hallucinate or give an 
inappropriate response. In the following example from an IBM report, the model is coerced into 
giving an incorrect response. Injection attacks succeed whenever an attacker is able to modify 
data sent between the client and the model. For instance, files are often included in prompts so 
an attack vector is to surreptitiously insert the malicious prompt into the file.

In a data poisoning attack, the data used to train or fine-tune a model is manipulated so that the  
model behaves in a specific, and undesirable, manner at a later stage. A simple example of this 
is having animals incorrectly labeled in the training data for an AI that visually classifies animals – 
this makes it more likely that the AI will classify a cat as dog. Similarly, poisoned data in an AI 
security tool would more likely classify malware as benign software.

Another cybersecurity risk is that on-line AI services can inadvertently leak data entered by users 
as prompts. This poses significant risks, especially for proprietary or sensitive information. A case 

8

https://www.technology-watch.ch/
https://www.ibm.com/think/topics/prompt-injection
https://epoch.ai/gradient-updates/how-much-energy-does-chatgpt-use
https://epoch.ai/gradient-updates/how-much-energy-does-chatgpt-use


www.technology-watch.ch

in  point  is  Samsung  employees who  caused  confidential  source  code  to  leak  when  using 
ChatGPT. The issue is not the model itself: a language model is an inference engine which is 
stateless. Rather, the issue relates to how data sent  in  prompts is  processed on the service 
provider. For instance, how long are prompts maintained in logs? Are conversation histories 
used in subsequent model trainings? How are conversation histories protected? Such questions 
are typically answered by the terms of conditions, but these are subject to change.

On-line AI models are provided via web services, and therefore are subject to the cyberattacks 
that  all  websites  are  prone  to.  For  instance,  over  100’000  compromised  OpenAI  ChatGPT 
account credentials have been found on illicit dark web marketplaces between June 2022 and 
May 2023.

Crimeware

All  organizations  have  been  victims  of  cyberattacks  and  scams.  A  recent  Microsoft  report 
highlights the increased use of generative AI in the creation of on-line scams because of the 
ability to quickly create a large volume of convincing content. One example is the proliferation 
of fraudulent e-commerce websites. Websites can now be created in minutes using AI-helpers, 
and  criminals  populate  these  using  generative  AI  with  fake  article  descriptions,  customer 
reviews, product images, etc., as well as including legitimate brands. These sites look convincing 
and attract many buyers. Another GenAI based example scam is the fake IT Help desk where 
criminals trick victims into calling an IT support – which then proceeds to install malware on the  
victims’ devices. Microsoft was recently the victim of such attacks when its Windows Quick Assist 
software was abused by the cybercriminal group Storm-1811.

The point here is that, even if your organization decides not to use AI, the impact of generative 
AI still finds itself in an organization’s risk analysis.

IT Vendor Hype

Many IT providers are selling AI solutions or services today. As always, IT provider solutions can 
sometimes be over-hyped or inappropriate for customer needs. Customers can be misled by 
marketing messages. This  is  particularly  a  risk  around AI  because  of  the  domain’s  evolving 
technical, regulatory, and geopolitical situation.

AI Costs

One of the advantages of the Python software ecosystem is that many of the tools are free and 
easily available. Nonetheless, implementing AI in an organization has costs. These include:

• Up-skilling or hiring employees with data science skills. Other employees need to be up-
skilled on those processes that change through the introduction of AI.

• The nature of machine learning projects is that they require access to data. Data lineage 
(understanding and mastering the flow of data in the organization) and  data liquidity 
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(getting  the  right  data  available  in  a  timely  manner)  are  the  two  key  technical 
requirements for this – yet these can be costly to implement. A report from Fivetran writes 
that almost  half  of  all  AI projects fail due to the excessive cost of  obtaining data and 
cleaning it for AI processing.

• Generative AI services cost. In June 2025, ChatGPT Team costs 29 EUR per month, per 
user. The price is 30 EUR per month, per user for Claude Sonnet 5, with a limit of 5 users. 
Estimating budgets when on-line model APIs are used is harder because many providers 
charge for token usage. In Anthropic’s Claude for instance, the cost is 15 USD for each 
million of input tokens, and 75 USD for each million of output tokens. Here, one needs to 
understand that 1 million tokens corresponds to around 750’000 words or 3 to 4 MB of  
text.

• Implementing  an  AI  governance  program  to  oversee  the  use  of  AI  by  evaluating 
potential projects and ensuring compliance with regulations. The steps of this program 
are implemented by the Chief AI Officer, a role elaborated upon in the next section.

One cost with small language models running locally is performance. For a simple question like 
“What is the GDPR?”, a request takes under 5 seconds to execute via ChatGPT’s external API. 
However, there is no effective limit on the number of concurrent requests that can be issued 
(from different  clients  simultaneously)  on OpenAI’s  server. In  the case of  Llama 8B, a  small  
language model, the same request took 29 seconds to execute on a powerful MacBook, even 
though the memory peak was only 0.35 MB. The MacBook has an M3 processor, 8 GB of RAM,  
and 500 GB of disk. While this number might be improved on a more powerful machine, a smart 
AI application must effectively limit the number of concurrent requests. This essentially means 
that AI requests cannot be made in real-time. Rather, there should be a queue of  incoming 
requests that then get served (e.g., during overnight batch processing). 

Geopolitics

The recent market instability due to trade tariffs illustrates the impact that political incoherence 
in the US can have on the world economy. As all major AI companies are US-based, political 
decisions taken there can impact AI development in Europe. One impact could be timely access 
to more powerful  AI  models  or  high-grade GPUs. Already the Llama 4 model  has  licensing 
restrictions in Europe.

Another concern is the over-dependence of AI on high-grade GPUs that are manufactured in 
Taiwan. The US CHIPs Act is a legislation aimed at encouraging chip manufacturing on US soil, 
notably  to  ensure  that  there  is  a  supply  of  chips  in  the  event  of  Taiwan  being  invaded or 
blockaded by China. Such an event could lead to a penury of GPUs.

In another development, the US has placed a ban on the export of high-grade GPUs to China  
and other countries due to fears of espionage or use of advanced processors to help develop 
weapons of mass destruction. In retaliation, China has banned the export of key raw materials 
for chip manufacturing to the US which might soon have an impact on GPU supplies.
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Intellectual Property and License Questions

There are several ongoing lawsuits against AI model providers (OpenAI, Anthropic, …) taken by 
content creators (e.g., New York Times). The creators accuse Tech companies of training models 
on their  content without permission or payment. GenAI models such as Co-pilot  have been 
trained on software that includes software with a free or open-source license. It is possible that 
using  GenAI  models  to  create  code  that  becomes  proprietary  could  violate  the  terms  of 
software inside the training data.

The outcome of these copyright lawsuits could affect all users. First, if Tech firms are forced to 
pay content providers, the cost of  using on-line AI services could seriously increase. Second, 
some LLMs have terms and conditions that protect the model provider from future lawsuits. One 
example  is  a  Codestral  LLM  and  its  AI  Non-Production  license which  prohibits  the  use  of 
Codestral and its generated code in commercial software. The license goes on to explicitly ban 
“any internal usage by employees in the context of the company’s business activities”.

The ownership of content generated by GenAI is determined by the terms and conditions of the 
GenAI  platform. In  the  case  of  ChatGPT for  instance,  at  the  present  moment  (June  2025), 
OpenAI will not claim copyright on content generated by its users. It is nonetheless important to  
remember that terms and conditions may change.

A recent example of changing terms and conditions is by Salesforce, the owner of Slack, which 
now prohibits client organizations from using the Slack API to extract data for AI model training. 
Many client organizations are impacted by this change.

Organizational Credability

An organization  delegating  work  to  AI  and must  assume the  consequences  of  that  work  –  
including  mistakes  made  which  reflect  badly  on  the  organization.  For  instance,  a  previous 
section mentioned several instances of language model hallucination in evidence submitted in 
court trials. These cases highlight the pressure that law firms are under to leverage tools that 
help  write  documents  under  short  deadlines.  Verifying  legal  documents  is  typically  a  task 
entrusted to junior employees, and experts believe that the problem of hallucination in court  
filings will increase as law firms seek to reduce employee costs. These hallucination examples 
obviously reflect badly on the law firms.

Other Risks

GenAI is still a recent technology and we are only really beginning to understand some risks. For 
instance, in  a  safety  evaluation of   Claude Opus 4  and Claude Sonnet  4  by researchers  at  
Anthropic, they found that the models attempted self-preservation. In one scenario of a fictional 
company, the model was told that the IT administrator was having an extramarital affair. When 
told of  the possibility  of  being shutdown, the model tried to blackmail  the administrator by 
revealing the affair to prevent shutdown.

11

https://www.technology-watch.ch/
https://www-cdn.anthropic.com/6be99a52cb68eb70eb9572b4cafad13df32ed995.pdf
https://www.technologyreview.com/2025/05/20/1116823/how-ai-is-introducing-errors-into-courtrooms
https://www.technologyreview.com/2025/05/20/1116823/how-ai-is-introducing-errors-into-courtrooms
https://www.computerworld.com/article/4005509/salesforce-changes-slack-api-terms-to-block-bulk-data-access-for-llms.html
https://mistral.ai/static/licenses/MNPL-0.1.md
https://techcrunch.com/2024/05/29/mistral-releases-its-first-generative-ai-model-for-code/


www.technology-watch.ch

4. AI Governance

Given these risks, what should an organization do to profit from the many benefits of GenAI? 
There are three steps that should be taken before deploying the technology.

Step 1: Find out how your organization is already using AI

Employees sometimes install or use IT applications and services without corporate knowledge – 
a phenomenon known as shadow IT. It can be difficult to question employees and collaborators 
on this topic, but the responses can be very useful. Perhaps a colleague is using ChatGPT to  
correct grammar in emails before sending them, or to translate documents. Perhaps a colleague 
in the IT department is using Github Copilot or Windsurf to write software.

Whether your organization decides to adopt generative AI or not, knowing how your colleagues 
are  using  GenAI  is  insightful  because  it  points  to  possible  inefficiencies in  your  current 
organizational processes that need to be addressed, with or without GenAI.

Another  reason  to  identify  how  your  colleagues  are  using  GenAI  is  to  identify  your 
organizational risks. Perhaps personal information is being entered into prompts – which raises 
the possibility of data leakage, an event that can be sanctioned by data protection regulation 
like the GDPR. Another risk is that employees are relying on GenAI to take decisions that are 
considered  too  risk-worthy  to  be  taken  without  human  intervention.  A  simple  example  is 
choosing whether to hire a candidate from a submitted CV. The HR department must be able to  
explain to an unsuccessful candidate why his candidacy was not unsuccessful. A human operator 
would be unable to explain how a GenAI platform came to a rejection decision if it were that  
platform  that  took  the  decision.  The  ability  to  understand  decisions  made  by  information 
systems is a fundamental tenet of Expainable AI.

Step 2: Define your Responsible AI Charter

The charter essentially defines the lines you do not wish your organization to cross, and these 
lines depend on the nature of the business. Here are three examples:

• A pharmacy is considering using a chatbot for customer queries. It is possible that the 
pharmacist deems acceptable that the chatbot replies to queries about loyalty cards or 
the range of perfumes on sale. On the other hand, the pharmacist might categorically 
refuse  that  the  chatbot  answer  any  question  relating  to  the  choice  or  dosage  of  a 
medication. He or she may believe that such queries only be answered by a certified 
professional.

• An apartment rental company decides to deploy a chatbot. Beforehand, the owner might 
accept that the chatbot reply to queries about vacant apartments for rent in relation to 
costs, age, utilities, commute times, etc. On the other hand, the owner might refuse that 
the chatbot take part in the compilation of client dossiers where sensitive information like 
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salaries or children school addresses are processed. In this way, the owner is mitigating 
the risk of losing sensitive information.

• In  the case of  a  university, it  is  possible  that  staff  accept  that  a  chatbot  responds to 
questions concerning homework, recommended readings, but that the chatbot never 
gives out advice on the courses a student should take. The staff may believe that one can 
only orientate a student after discussing with and getting to know that student.

Step 3: Appoint a Chief AI Officer

A  Chief  AI  Officer  (CAIO)  is  a  role  within  an  organization  that  defines  and  oversees  the 
organization’s AI strategy. For each business or organizational process that uses AI, and for each 
AI project that the organization thinks of implementing, the CAIO has the following role:

• Ensures  that  the  process  or  project  conforms  to  the  organization’s  Responsible  AI 
Charter.  This  can include manual  tests  but  also the definition of  benchmarks  to  test 
trained or fine-tuned AI systems, or testing for personal or sensitive data in datasets or AI 
output. AI Testing should be done using the same rigor that a software developer shows 
when looking for bugs. Automated test suites would be ideal.

• Evaluates costs and benefits of the project. This includes the definition and continuous 
measurement of KPIs. These could range from measures of the AI itself  (e.g., bias and 
hallucination  rates,  response  latency)  to  the  process  improvements  (e.g.,  number  of 
dossiers treated per month). 

• Conducts  a  risk  analysis for  the  project  or  process.  The  risks  must  include  those 
mentioned in the preceding section.

• Ensure compliance to all pertinent regulations, e.g., FINMA when the organization works 
in the financial sector, GDPR when the project processes personal data, or the EU Act 
when customers include EU citizens.

• Ensure reporting of any AI model incidents like serious hallucinations and jailbreaks to 
the model provider.

• Define a  data plan for the process or project. This involves determining what data is 
required, what sources the data comes from, and identifying what processing is being 
applied to each data. Formulating the data plan helps in defining the costs of  the AI 
project.

• Create an AI  Software Bill Of  Materials (SBOM). The is a list of  all third-party software 
components used in the process or project. The SBOM facilitates audit, transparency, 
vulnerability  tracking  (for  cybersecurity,  license  changes,  etc.).  From  a  cybersecurity 
perspective, SBOMs are considered essential for dealing with supply chain attacks.

• Ensure that employees are trained in the use of AI and understand risks.
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• Oversee the implementation of cybersecurity measures to protect data used in training 
and to sanitize output data to prevent leakage of sensitive information. This step involves 
collaborating with the Chief Information Security Officer (CISO).

One feature of the CAIO role is it interacts with all departments of the organization. The role 
requires independence because it may entail challenging management about AI projects, and 
even  refusing that management implement an AI  project (e.g., because the project requires 
access to personal data for which consent has not been acquired).

5. Conclusions

GenAI  offers  is  transforming  organizational  processes  and  offers  many  advantages  to 
organizations  for  improving  efficiency.  Like  any  tool,  it  comes  with  inherent  risks  that  the 
organization must mitigate. Overseeing risk management is a task that should be entrusted to 
the Chief AI Officer.
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